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Abstract We develop an adaptive artificial viscosity method for the one-dimensional
Saint-Venant system of shallow water equations. The proposed method is a semi-
discrete finite-volume method based on an appropriate numerical flux and a high-
order piecewise polynomial reconstruction. The latter is utilized without any com-
putationally expensive nonlinear limiters, which are typically needed to guarantee
nonlinear stability of the scheme. Instead, we enforce stability by adding anadap-
tive artificial viscosity, whose coefficients are proportional to the size of the weak
local residual. Our method is capable to preserve the “lake at rest” steady state
and the positivity of water depth. We test the proposed scheme on a number of
benchmarks. The obtained numerical results clearly demonstrate that our method is
well-balanced, positivity preserving and highly accurate.

1 Introduction

We are interested in applying the adaptive artificial viscosity method proposed in
[13] to the Saint-Venant system of shallow water equations,which was first intro-
duced in [25] and is still widely used to model flows in lakes, rivers, irrigation
channels and coastal areas. In the one-dimensional case, the Saint-Venant system
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reads: {
ht +qx = 0,

qt +
(
hu2 + 1

2gh2
)

x = −ghBx,
(1)

whereh(x, t), q(x, t) andu(x, t) = q(x,t)/h(x,t) denote the water depth, discharge
and velocity, respectively,B(x) represents the bottom topography, andg is the grav-
ity constant.

It is well-known that the systems (1) admits nonsmooth solutions that may con-
tain shocks, rarefaction waves, and in the case of nonsmoothbottom topography,
also contact discontinuities. Therefore, a good numericalmethod for (1) must be
nonlinearly stable since linearly stable methods may develop large spurious oscilla-
tions and even blow up. Finite-volume Godunov-type schemesare popular tools for
hyperbolic systems of balance laws and in particular for theSaint-Venant system
(1). Godunov-type schemes form a class of projection-evolution methods, in which
at each time step the computed solution is approximated by a global piecewise
polynomial function (reconstructed from the captured discrete quantities, the cell
averages), which is evolved in time to the next time level according to the integral
form of the studied system of balance laws. The nonlinear stability of Godunov-type
schemes is typically guaranteed by enforcing a non-oscillatory nature of the piece-
wise polynomial reconstruction with the help of nonlinear limiters. However, such
limiters may be very complicated and computationally expensive. Alternatively, one
may use less computationally expensive nonlimited reconstructions, while enforc-
ing the nonlinear stability by adding an artificial viscosity to the PDE system in the
regions where the computed solution is nonsmooth.

In this paper, we use a recently proposed adaptive artificialviscosity method, in
which the viscosity coefficients are chosen to be proportional to the size of the weak
local residual (WLR). The WLR is in turn proportional to∆ (∆ := max(∆x,∆ t),
where∆x and∆ t are small spatial and temporal scales, respectively) near (nonlin-
ear) shocks, while it is much smaller (∼∆ α , α is close to 2) at (linear) contact waves
and tiny in the smooth parts of the solution (∼ ∆4) (see [3, 9, 10, 13] for details).
Therefore, the artificial viscosity vanishes as one refines the grid and the resulting
adaptive artificial viscosity method is consistent. Moreover, the rate at which the
viscosity coefficients decay, allows us to achieve the main goal—to stabilize the
solution at shock regions without oversmearing contact discontinuities or affecting
the high resolution of smooth parts of the computed solution. In order to make the
adaptive artificial viscosity method robust, we tune the artificial viscosity coeffi-
cients following strategies in [6, 13]: The coefficients arefirst adjusted on a very
coarse mesh and then used for the high-resolution computation on finer meshes.

It is well-known that a good numerical method for (1) should preserve positivity
of computed values ofh as well as to accurately capture steady states and their
small perturbations (quasi-steady flows). The system (1) admits smooth steady-state
solutions satisfying

hu≡ constant,
u2

2
+g(h+B)≡ constant,



An Adaptive Artificial Viscosity Method for the Saint-Venant System 3

as well as nonsmooth steady-state solutions. Both are physically relevant and thus
practically significant. One of the most important steady-state solutions is the fol-
lowing “lake at rest” steady state:

u≡ 0, h+B≡ constant. (2)

Schemes that are capable of exactly preserving such solutions are called well-
balanced schemes. In the past decade, a number of well-balance and positivity pre-
serving schemes has been introduced, see, e.g. [1, 2, 4, 7, 8,11, 15, 18, 19, 20, 21,
22, 23, 24, 27, 28].

A good numerical scheme for (1) should also preserve the positivity of h. This is
important since ifh gets negative, numerical computation may break down because
the eigenvalues of the flux Jacobian of (1) areu±√

gh. In this paper, we develop
an adaptive artificial viscosity method, which is guaranteed to be both positivity
preserving and well-balanced by implementing the techniques from [15, 20].

This paper is organized as follows. In§2, we describe the adaptive artificial vis-
cosity method for the Saint-Venant system (1). In§3, we apply the adaptive artificial
viscosity method to a number of numerical examples. The obtained results indicate
that our method is highly accurate, robust, well-balanced and positivity preserving.

2 Adaptive Artificial Viscosity Method

In this section, we describe the adaptive artificial viscosity method for the Saint-
Venant system (1). For simplicity, we introduce a uniform spatial grid with the cells
I j = (x j− 1

2
,x j+ 1

2
), wherexα = α∆x, ∀α. We denote the vector of conservative vari-

ables byU := (h,q)T , the flux function byf(U,B) :=
(
q,hu2+ 1

2gh2
)T

, the source
term byS(U,B) := (0,−ghBx)

T , and rewrite (1) in the following vector form:

Ut + f(U,B)x = S(U,B). (3)

We then augment the system (3) with an adaptive artificial viscosity:

Ut + f(U,B)x = S(U,B)+C(ε(U)Ux)x, (4)

whereC is a tunable positive viscosity coefficient andε(U) is a nonnegative quan-
tity, whose size is automatically adjusted depending on thelocal properties ofU.
For computed solutions, we will makeε(U) proportional to the WLR: This is one
of the key points in our method, which will be obtained by discretizing (4) rather
than (3).

The semi-discrete form of the adaptive artificial viscositymethod reads

d
dt

U j = −
H j+ 1

2
−H j− 1

2

∆x
+Sj +C

(
ε j+ 1

2
∆U j+ 1

2
− ε j− 1

2
∆U j− 1

2

(∆x)2

)
, (5)
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where

U j :=
1

∆x

∫

I j

U(x,t)dx

denotes thejth cell averages of the computed solution,H j± 1
2

is a linearly stable

numerical flux, and

Sj(t) = (0,S
(2)
j )T , S

(2)
j ≈− g

∆x

∫

I j

hBxdx (6)

is an appropriate quadrature for the cell average of the geometric source term. The
last term on the right hand side (RHS) of (5) is the adaptive artificial viscosity term,
in which ∆U j+ 1

2
:= U j+1 − U j and ε j+ 1

2
:= max(|E j− 1

2
|, |E j+ 1

2
|, |E j+ 3

2
|), where

E j+ 1
2

is the WLR for the first equation in (1):

E j+ 1
2

=
∆x
6

[
h j+ 3

2
(t)−h j+ 3

2
(t −∆ t)+4

(
h j+ 1

2
(t)−h j+ 1

2
(t −∆ t)

)

+h j− 1
2
(t)−h j− 1

2
(t −∆ t)

]

+
∆ t
4

[
q j+ 3

2
(t)−q j− 1

2
(t)+q j+ 3

2
(t −∆ t)−q j− 1

2
(t −∆ t)

]
, (7)

where all of the participating point values ofh andq are obtained using a piecewise
polynomial reconstruction discussed below. Observe that formula (7), which was
derived in [13] (see also [3, 9, 10]), requires data from boththe current and previ-
ous time level. Therefore, our adaptive artificial viscosity method can only be used
starting from the second time step. In the first step, one has to use a high resolution
scheme stabilized using a certain nonlinear limiter.

We stress that the proposed adaptive artificial viscosity method is not tied to any
specific numerical flux. In our numerical experiments, we have used the central-
upwind flux developed in [14] (see also [12, 16]):

H j+ 1
2

=
a+

j+ 1
2
f
(
U−

j+ 1
2
,B j+ 1

2

)
−a−

j+ 1
2
f
(
U+

j+ 1
2
,B j+ 1

2

)

a+
j+ 1

2
−a−

j+ 1
2

+
a+

j+ 1
2
a−

j+ 1
2

a+
j+ 1

2
−a−

j+ 1
2

[
U+

j+ 1
2
−U−

j+ 1
2

]
. (8)

wherea±
j+ 1

2
are the local one-sided speeds defined in (19) below, andU±

j+ 1
2

=

(h±
j+ 1

2
,q±

j+ 1
2
)T are the right/left point values of the conservative variablesh andq

at the cell interfacex = x j+ 1
2

obtained using a nonlimited conservative fifth-order
piecewise polynomial reconstruction (see [13] for details). We note that in order to
obtain a well-balanced scheme, one needs to reconstruct theequilibrium variables
w := h+B andq rather than the conservative ones. This results in
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w+
j+ 1

2
=

1
60

(
−3wj−1 +27wj +47wj+1−13wj+2 +2wj+3

)
,

w−
j+ 1

2
=

1
60

(
2wj−2−13wj−1 +47wj +27wj+1−3wj+2

)
,

q+
j+ 1

2
=

1
60

(
−3qj−1 +27qj +47qj+1−13qj+2 +2qj+3

)
,

q−
j+ 1

2
=

1
60

(
2qj−2−13qj−1 +47qj +27qj+1−3qj+2

)
,

(9)

and the corresponding point values ofh are obtained using

h±
j+ 1

2
= w±

j+ 1
2
−B j+ 1

2
. (10)

Here,

B j+ 1
2

:=
B(x j+ 1

2
+0)+B(x j+ 1

2
−0)

2
,

which reduces toB j+ 1
2

= B(x j+ 1
2
) if the bottom topography is continuous.

Remark 1.The system of ODEs (5) should be solved using a stable and sufficiently
accurate ODE solver. In all of our numerical examples, we have used the third-order
strong stability preserving (SSP) Runge-Kutta method from[5].

Remark 2.We note that all of the terms (except forB) in (5), (6), (8)–(10) depend
on time, but this dependence is suppressed for notational convenience.

Remark 3.In the evaluation of the WLR in (7), one has to use point valuesof h andq
at the cell interfaces. Our reconstruction (9), (10) provides us with two point values
of each of the variables at every cell interface. One can use any of these values in
(7). In our numerical experiments, we have used the left values, that is, we have
takenh j+ 1

2
= h−

j+ 1
2

andq j+ 1
2

= q−
j+ 1

2
for all j at both the current and previous time

levels.

Remark 4.To ensure positivity ofh, we follow [15] and replace the bottom topog-
raphy functionB with its continuous piecewise linear approximation

B̃(x) = B j− 1
2
+
(

B j+ 1
2
−B j− 1

2

)
·
x−x j− 1

2

∆x
, x j− 1

2
≤ x≤ x j+ 1

2
, (11)

so that we set

B j := B̃(x j) =
1

∆x

∫

I j

B̃(x)dx=
B j+ 1

2
+B j− 1

2

2
.

Notice that this affects the numerical solution and its accuracy in dry (h = 0) and
almost dry (h∼ 0) areas only, where the studied Saint-Venant system is not so ac-
curate to begin with. ReplacingB with B̃ also reduces the formal order of the source
term quadrature, which will be described in§2.1 below.
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2.1 Source Term Quadrature

The construction of a well-balanced scheme hinges on the useof a special well-
balanced quadrature for the source termSj in (6). We use the fourth-order Simpson-
type well-balanced quadrature proposed in [20]. In the caseof the piecewise linear
bottom topographỹB (11), this quadrature reduces to

S
(2)
j ≈−g

6

(
h−

j+ 1
2
+4h j +h+

j− 1
2

)B j+ 1
2
−B j− 1

2

∆x
. (12)

Here,h j is the point value ofh at the jth cell center obtained using the same non-
limited conservative fifth-order piecewise polynomial reconstruction forw, which
was used in (9) to obtain the endpoint values in thejth cell:

h j =
1

1920

(
9wj−2−116wj−1 +2134wj −116wj+1 +9wj+2

)
−B j . (13)

We would like to point out that the artificial viscosity termC(ε(U)Ux)x in the
second equation of (4) does not affect the well-balanced property of the scheme
becauseq≡ 0 in the “lake at rest” stead state.

2.2 Correction of the Reconstructed Point Values

Recall that the designed scheme should preserve the positivity of the water depthh.
Notice that the positivity ofh±

j+ 1
2
, obtained in (10), is not guaranteed unlessw±

j+ 1
2
≥

B j+ 1
2
. Therefore, the reconstructed point valuesw±

j+ 1
2

may need to be corrected. To

do so, we first consider the quantity

ĥ j := hj −
1
3

(
h−

j+ 1
2
+h+

j− 1
2

)
, (14)

and notice that if the solution is smooth and cellj is not (almost) dry, then̂h j ≥
0. Indeed, using the Taylor expansion, one may obtain that for the exact smooth
solution formula (14) gives

ĥ j =
1

∆x

∫

I j

h(x,t)dx− 1
3

(
h(x j+ 1

2
,t)+h(x j− 1

2
,t)
)

=
1
3

h(x j , t)−
1
24

(∆x)2 hxx(x j ,t)+O
(
(∆x)4) ,

which is nonnegative providedh(x j ,t) is not too small andhxx(x j ,t) is not too large.
If ĥ j < 0 at some cellj, then the positivity proof in§2.4 would fail and to ensure pos-
itivity we replace the nonlimited fifth-order reconstruction ofw with the nonlimited
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second-order Fromm’s reconstruction (see, e.g., [18]) which gives

w+
j+ 1

2
=

1
4

(
wj +4wj+1−wj+2

)
, w−

j+ 1
2

=
1
4

(
−wj−1 +4wj +wj+1

)
. (15)

For the piecewise linear reconstruction,ĥ j = h j/6, and it is obviously positive pro-
videdhj > 0. However, the values ofh±

j+ 1
2

calculated from either (9) or (15) may

be negative. If this occurs, we follow the approach from [15]and make another cor-
rection: We replace thejth piece of the reconstruction with a linear piece, which
is adjusted to the corresponding linear piece ofB̃ and has the following endpoint
values:

if w−
j+ 1

2
< B j+ 1

2
, then takew−

j+ 1
2

= B j+ 1
2
, w+

j− 1
2

= 2wj −B j+ 1
2
;

if w+
j− 1

2
< B j− 1

2
, then takew−

j+ 1
2

= 2wj −B j− 1
2
, w+

j− 1
2

= B j− 1
2
.

(16)

This correction procedure guarantees that the resulting reconstruction ofw will re-
main conservative and will stay above the piecewise linear approximant of the bot-
tom topographỹB. Therefore, the point valuesh±

j+ 1
2
, computed from (10), will be

nonnegative.

2.3 Desingularization

Even though both the cell averagesh j and point valuesh±
j+ 1

2
are nonnegative, they

may be very small or even zero, which may be troublesome in calculating the veloc-
itiesu±

j+ 1
2
. To overcome this difficulty, we follow [15] and desingularize the division

u±
j+ 1

2
= q±

j+ 1
2
/h±

j+ 1
2

by replacing it with

u±
j+ 1

2
=

√
2h±

j+ 1
2
q±

j+ 1
2√

(h±
j+ 1

2
)4 +max((h±

j+ 1
2
)4,δ )

, (17)

whereδ is a small positive number chosen in our numerical experiments to be be-
tween(∆x)4 and(∆x)2. For consistency of the resulting scheme, we then use the
recalculated values ofu±

j+ 1
2

to recompute the dischargesq at the cell interfaces:

q±
j+ 1

2
:= h±

j+ 1
2
·u±

j+ 1
2
. (18)

Equipped with the point values of bothh±
j+ 1

2
andu±

j+ 1
2
, we can now calculate the

one-sided local speeds of propagation, which are obtained using the eigenvalues of
the Jacobian as follows:
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a+
j+ 1

2
= max

{
u+

j+ 1
2
+
√

gh+
j+ 1

2
, u−

j+ 1
2
+
√

gh−
j+ 1

2
, 0

}
,

a−
j+ 1

2
= min

{
u+

j+ 1
2
−
√

gh+
j+ 1

2
, u−

j+ 1
2
−
√

gh−
j+ 1

2
, 0

}
.

(19)

2.4 Positivity Preserving Property

In this section, we prove the positivity preserving property of the proposed adaptive
artificial viscosity method. Notice that the technique usedto prove the positivity
of the central-upwind scheme in [11, 15] cannot be directly applied to our method
since for a nonlimited conservative fifth-order piecewise polynomial reconstruction

h j 6=
h−

j+ 1
2
+h+

j− 1
2

2
.

However, the correction procedure described in§2.2 allows one to easily prove the
main result of this section.

Theorem 1.Consider the system (4) and the adaptive artificial viscosity method
(5)–(18). Assume that the system of ODEs (5) is solved by the forward Euler method,
and that the solution at time level t= tn satisfiesh

n
j ≥ 0 for all j. Then at the next

time levelh
n+1
j ≥ 0 for all j, provided that

∆ t ≤ ∆x
4

min





1
a

,
∆x

C max
j

[ε j+ 1
2
+ ε j− 1

2
]



 , (20)

where a:= max
j

{
max{a+

j+ 1
2
,−a−

j+ 1
2
}
}

.

Proof. First, we apply the forward Euler method to (5) and obtain

h
n+1
j = h

n
j −λ

[
H(1)

j+ 1
2
−H(1)

j− 1
2

]
+

Cλ
∆x

[
ε j+ 1

2
(h

n
j+1−h

n
j )− ε j− 1

2
(h

n
j −h

n
j−1)

]
, (21)

whereλ := ∆ t/∆x. We now use (14) to obtain

h
n
j =

1
4

h
n
j +

3
4

h
n
j =

1
4

h
n
j +

1
4

(
h−

j+ 1
2
+h+

j− 1
2

)
+

3
4

ĥn
j . (22)

Substituting the first component of (8), (18) and (22) into (21) results in
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h
n+1
j =

3
4

ĥn
j +



1
4

+ λa−
j− 1

2




a+

j− 1
2
−u+

j− 1
2

a+
j− 1

2
−a−

j− 1
2







h+
j− 1

2

+



1
4
−λa+

j+ 1
2




u−

j+ 1
2
−a−

j+ 1
2

a+
j+ 1

2
−a−

j+ 1
2







h−
j+ 1

2

+ λa+
j− 1

2




u−

j− 1
2
−a−

j− 1
2

a+
j− 1

2
−a−

j− 1
2



h−
j− 1

2
−λa−

j+ 1
2




a+

j+ 1
2
−u+

j+ 1
2

a+
j+ 1

2
−a−

j+ 1
2



h+
j+ 1

2

+
Cλ
∆x

(
ε j+ 1

2
h

n
j+1 + ε j− 1

2
h

n
j−1

)
+

[
1
4
− Cλ

∆x

(
ε j+ 1

2
+ ε j− 1

2

)]
h

n
j .

(23)

Next, we argue as in [15] claiming that provided the CFL condition (20) is satisfied,

h
n+1
j in (23) is a linear combination of nonnegative quantities (ĥn

j , h±
j± 1

2
, h

n
j±1 and

h
n
j ) with nonnegative coefficients. This completes the proof ofthe theorem. ⊓⊔

Remark 5.Notice that since the maximal value ofε j+ 1
2

is at most proportional to

∆x, the time step restriction (20) is not severe since∆ t is still proportional to∆x
and not to(∆x)2.

Remark 6.The positivity proof can be directly extended from the forward Euler to
the SSP ODE solvers from [5].

3 Numerical Examples

In this section, we demonstrate the performance of our adaptive artificial viscosity
(AAV) method on a number of test problems. All of the reference solutions are
computed using the second-order central-upwind scheme with the piecewise linear
minmod reconstruction ([15]) on a much finer mesh with∆x = 1/6400.

Example 1 – Small Perturbation of a Steady-State Solution

In this example taken from LeVeque [17], we numerically solve the Saint-Venant
system (1) withg = 1 and the non-flat bottom topography containing one hump:

B(x) =

{
0.25

(
cos(10π(x−0.5))+1

)
, 0.4≤ x≤ 0.6,

0, otherwise.
(24)

The initial data is the perturbed stationary solution:

w(x,0) = 1+ σ , u(x,0) = 0,
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where the perturbation constantσ is non-zero on the interval[0.1,0.2]. We compare
the performance of the AAV method with different viscosity coefficientC. The ob-
tained solutions are presented in Figures 1 and 2, respectively. The AAV constants
are taken asC = 10 andC = 70. The obtained results are of a comparable quality:
The achieved resolution is quite sharp and the AAV method is not too sensitive to
the selection of the AAV constantC for both large (σ = 10−2) and small (σ = 10−5)
perturbations.

0 0.2 0.4 0.6 0.8 1
0.999

    1

1.001

1.002

1.003

1.004

1.005

1.006

x

h+
B

C=10

0 0.2 0.4 0.6 0.8 1
0.999

1

1.001

1.002

1.003

1.004

1.005

1.006

x

h+
B

C=70

Fig. 1: Example 1. σ = 10−2, water surface h+ B at time t = 0.7 computed by the AAV
method using the uniform mesh with ∆x = 1/100. The solid line is the reference solution.

0 0.2 0.4 0.6 0.8 1
0.999999

1

1.000001

1.000002

1.000003

1.000004

1.000005

1.000006

x

h+
B

C=10

0 0.2 0.4 0.6 0.8 1
0.999999

1

1.000001

1.000002

1.000003

1.000004

1.000005

1.000006

x

h+
B

C=70

Fig. 2:Example 1. The same as Figure 1 but with σ = 10−5.

Example 2 – Transcritical Flow

This example is also taken from [17]. We numerically solve the Saint-Venant system
with g= 1, the same bottom topography function (24) and the following initial data:
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w = 1, u = 0.3.

In this example, the flow is transcritical, which means the Froude number Fr=
u/

√
gh can pass through 1 and thus one of the eigenvaluesu±√

gh passes through
0. In such case, the steady-state solution contains a stationary shock. The numerical
solution computed by the AAV method withC = 20 is presented in Figure 3. As one
can clearly see, the stationary shock is very well resolved.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

1.2

x

h+
B

Fig. 3:Example 2. Water surface h+B at time t = 1.8 computed by the AAV method using
the uniform mesh with ∆x = 1/100. The solid line is the reference solution.

Example 3 – Dam-Break Problem over the Flat Bottom

In this example, we consider the dam-break problem for the Saint-Venant system
with g = 1 over a flat bottom (B≡ 0) and subject to the following Riemann initial
data:

(h,u)T(x,0) =

{
(3,0)T , x < 0,

(1,0)T , x > 0.

The solution consisting of a rarefaction wave and a shock wave is computed by the
AAV method withC = 8. The obtained water depthh is presented in Figure 4. As
one can clearly see, both waves are sharply and accurately resolved by the AAV
method.
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Fig. 4:Example 3. Water depth h at times t = 0.5 and t = 2 computed by the AAV method
using the uniform mesh with ∆x = 0.025. The solid line is the reference solution.

Example 4 – Dam-Break Problem over a Rectangular Bump

In this example taken from [26], we numerically solve the dam-break problem for
the Saint-Venant system withg = 9.812 over a rectangular bump. The bottom to-
pography is the following discontinuous function:

B(x) =

{
8, if |x−750| ≤ 187.5,

0, otherwise,

and the initial data are

(w,u)T(x,0) =

{
(20,0)T , x < 750,

(15,0)T , x > 750.

The water depthh is initially discontinuous atx = 562.5 andx = 937.5, which are
the two locations of the discontinuous bottom edges. At timet ≈ 17, the waves
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reach those two edges and after this, the system generates several waves including
transmitted, reflected and standing waves.

In Figure 5, we show the solution computed by the AAV method with C = 10
at small time (t = 15), that is, before any wave interactions. The solution shown in
Figure 6 is at large time (t = 55), that is, after several wave interactions. At both
times, the achieved resolution is very high and the obtainedsolution is almost non-
oscillatory.
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Fig. 5:Example 4. Water surface h+B at small time (t = 15) computed by the AAV method
using the uniform mesh. Left: ∆x= 2.5, the water surface is plotted together with the initial
condition and the bottom topography; Right: ∆x = 2.5 and ∆x = 0.25.
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Fig. 6:Example 4. The same as Figure 5 but at large time (t = 55).
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Example 5 – Saint-Venant System with Friction and Discontinuous
Bottom

In this example taken from [15], we numerically solve the Saint-Venant system with
an additional friction term−κ(h)u on the RHS. The system then takes the form

{
ht +(hu)x = 0,

(hu)t +
(
hu2+ 1

2gh2
)

x = −ghB′−κ(h)u.
(25)

We takeg = 1, the friction coefficientκ(h) = 0.001(1+ 10h)−1, and the bottom
topography

B(x) =





1, x < 0,

cos2(πx), 0≤ x≤ 0.4,

cos2(πx)+0.25(cos(10π(x−0.5))+1), 0.4≤ x≤ 0.5,

0.5cos4(πx)+0.25(cos(10π(x−0.5))+1), 0.5≤ x≤ 0.6,

0.5cos4(πx), 0.6≤ x≤ 1,

0.25sin2(2π(x−1)) 1 < x≤ 1.5,

0, x > 1.5,

which has a discontinuity atx = 1. The initial data are

(h,u)T(x,0) =

{
(1.4−B(x),0)T, −0.25< x < 0,

(0,0), 0 < x < 1.75.

This setting corresponds to the situation when the second ofthe three dams, initially
located atx = −0.25, 0 and 1.75, breaks down at timet = 0, the water propagates
into the initially dry area[0,1.75], and a stationary steady state is achieved after a
certain time. We apply the AAV method to this problem. The cell average of the
frictional term in (25) is discretized using Simpson’s ruleas follows:

1
∆x

∫

I j

0.001u
1+10h

dx= 0.001



1
6
·

u+
j− 1

2

1+10h+
j− 1

2

+
2
3
· u j

1+10h j
+

1
6
·

u−
j+ 1

2

1+10h−
j+ 1

2



 .

Here,u j is the point value at thejth cell center, which can be calculated using the
desingularization similar to (17):

u j =

√
2h j q j√

(h j)4 +max((h j)4,(∆x)2)
, (26)

where the point valueh j is given by (13) andq j is obtained in a similar way:
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q j =
1

1920

(
9qj−2−116qj−1 +2134qj −116qj+1 +9qj+2

)
.

Notice that this friction term affects neither the well-balanced (sinceu ≡ 0 at the
“lake at rest” steady state) nor the positivity preserving (since the first equation has
not been modified) properties of the proposed AAV method.

In Figures 7 and 8, we plot time snapshots of the solution computed by the AAV
method withC = 20. One can clearly see the dynamics of the flow as the water
moves from the region[−0.25,0] into the initially dry area[0,1.75] and gradually
settles down to a stationary steady state. These results demonstrate that the proposed
AAV method is both well-balanced and positivity preserving.
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Fig. 7:Example 5. Water surface h+B and bottom function B at times t = 0, 0.5, 1, 2 and
3 computed by the AAV method using the uniform mesh with ∆x = 1/100.
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Fig. 8: Example 5. The same as Figure 7 but at times t = 4, 5, 6, 10 and 100. At time
t = 100, when the stationary steady state is practically achieved, ∆x = 1/200.
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4. Gallouët, T., Hérard, J.M., Seguin, N.: Some approximate Godunov schemes to compute
shallow-water equations with topography. Comput. & Fluids32(4), 479–513 (2003)

5. Gottlieb, S., Shu, C.W., Tadmor, E.: Strong stability-preserving high-order time discretization
methods. SIAM Rev.43(1), 89–112 (electronic) (2001)



An Adaptive Artificial Viscosity Method for the Saint-Venant System 17

6. Guermond, J.L., Pasquetti, R., Popov, B.: Entropy viscosity method for nonlinear conservation
laws. J. Comput. Phys.230(11), 4248–4267 (2011)

7. Jin, S.: A steady-state capturing method for hyperbolic systems with geometrical source terms.
M2AN Math. Model. Numer. Anal.35(4), 631–645 (2001)

8. Jin, S., Wen, X.: Two interface-type numerical methods for computing hyperbolic systems
with geometrical source terms having concentrations. SIAMJ. Sci. Comput.26(6), 2079–
2101 (electronic) (2005)

9. Karni, S., Kurganov, A.: Local error analysis for approximate solutions of hyperbolic conser-
vation laws. Adv. Comput. Math.22, 79–99 (2005)

10. Karni, S., Kurganov, A., Petrova, G.: A smoothness indicator for adaptive algorithms for hy-
perbolic systems. J. Comput. Phys.178, 323–341 (2002)

11. Kurganov, A., Levy, D.: Central-upwind schemes for the saint-venant system. M2AN Math.
Model. Numer. Anal.36, 397–425 (2002)

12. Kurganov, A., Lin, C.T.: On the reduction of numerical dissipation in central-upwind schemes.
Commun. Comput. Phys.2, 141–163 (2007)

13. Kurganov, A., Liu, Y.: New adaptive artificial viscositymethod for hyper-
bolic systems of conservation laws. J. Comput. Phys. Submitted, available at
www.math.tulane.edu/∼kurganov/Kurganov-Liu.pdf

14. Kurganov, A., Noelle, S., Petrova, G.: Semi-discrete central-upwind scheme for hyperbolic
conservation laws and Hamilton-Jacobi equations. SIAM J. Sci. Comput.23, 707–740 (2001)

15. Kurganov, A., Petrova, G.: A second-order well-balanced positivity preserving central-upwind
scheme for the Saint-Venant system. Commun. Math. Sci5(1), 133–160 (2007)

16. Kurganov, A., Tadmor, E.: New high resolution central schemes for nonlinear conservation
laws and convection-diffusion equations. J. Comput. Phys.160, 241–282 (2000)

17. LeVeque, R.J.: Balancing source terms and flux gradientsin high-resolution Godunov meth-
ods: the quasi-steady wave-propagation algorithm. J. Comput. Phys.146(1), 346–365 (1998)

18. LeVeque, R.J.: Finite volume methods for hyperbolic problems. Cambridge Texts in Applied
Mathematics. Cambridge University Press, Cambridge (2002)
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